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The Tree Machine Project

Software:

The basic tree machine software (assembler, loader, simulator) is running
well. The simulation demands extensive machine resources. The maximum binary

tree that can be simulated on the DEC-20 has depth 7. The node processor

being simulated has the following characterisitics:

1. 12-bit Data Path
a. Three 12-bit I/0 ports with flags indicating empty or full of that

port
b. 16 12-bit general purpose registers

c. A bit-slice ALU with flags (Zero, Carry, Negative, Overflow)
d. A left-right shifter to do one-bit shifting or rotating

e. A 12 bit Program Counter(PC) with adder to allow 12-bit address space
and/or up to 4K memory

f. A 12-bit Memory Address Register (MAR) and a 4-bit Memory Data Register
(MDR) for memory access, the size of each memory address is 4 bits,
i.e. a nibble

g. two 12-bit Instruction Register (IR) to store the instruction up to 6

nibbles 2

2. Instruction Set
The instructions are in the unit of nibbles. The length of instructions are

varied from 2 to 6 nibbles. The instructions can be grouped into six
categories:

a. memory accessing operations: STORE and LOAD

b. arithmetical and logical operations: unary and binary operations with
registers



I,

2

c. conditional and onconditional ju,!p: JC.P and t. %CH on true or false
d. 'ubroutine call: CALL

e. input/output operations: IN, OUT and In/Dispatch
f. Status check operations: Set Flags or Store flags

3. Control
The control part is implemented by ,ertical microgramming. Five PLA's are
used. A FETCH PLA fetches an instruction from menory and stores the output

into two instruction registers. This PLA then gives control to the EXE PLA.
The EXE PLA decodes the opcode, keeps track of the microsteps of each
instruction, provides bus addresses and initiates the ALU PLA for
arithmetic operations and shift operations, the BRANCH PLA for the branch
and jump operations, the I/O PLA for the I/O instructions and the FETCH PLA
for the memory access operations. When an instruction is executed, the EXE
PLA gives control back to the FETCH PLA that fetches the next instruction.

Documentation: Li, Peggy, "The Tree Machine Operating System", Computer

Science, Caltech, internal document 4618:TR:81, July 1981.

Hardware:

An attempt to generate a layout of the processor as defined above using

Bristle Blocks for the data path and RELAY for the PLAs and the interconnec-

tions have been unsuccessful due to the size of the chip and memory
limitations on the DEC-20. Partitioning of the data path and limiting the
sizes of the PLAs also turned out to be a difficult path to pursue. New data

path and finite state machine compilers are under development.

Meanwhile, the basic project to lay out the processor using Earl and some

advanced circuit techniques continues. We made a decision to change the
organization of the machine from 12-bit to 16-bit words, and to read the

instructions in parallel 16-bit words instead of serially by 4-bit nibbles.
The main reason for this change was that we are now confident of our ability

to put both the processor and a reasonable amount of storage on one chip with
a 4 micron buried-contact run. Previously we felt we must use a separate 1K

by 4 standard storage part, and a design similar to what Sally Browning
originally proposed with a narrow path to storage fit this scheme well.
However, it is not necessary and certainly harmful to performance to use such

a narrow data path internal to the chip. A secondary reason for this change

is that it simplified and regularized the processor in several ways: The

conversions between 4-bit-serial and 12-bit parallel formats accomplished by a

separate 4-bit path through the parallel setions goes away, and the length of
the microcode and amount of state in the main microcode sequencer is reduced.

The existing assembler and loader are easily adaptable to this design change.
The communication remains unchanged except for the word length change.

The logic design is complete, and the microcode written and simulated.
Critical circuits have been verified by analysis or SPICE simulation. A
variety of dynamic RAM circuits and drivers are being sent to fabrication to
verify their operation. The logic design is complete, and the microcode

written and simulated.
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Our present istimates of chip area are that the prorc!-sor will be only about 3

million square ia-bda (about 12 sq mm at Iar:,bda equals 2 microns), :and on-chip

8K of dynamic RAM about 2 million square lairbda.

Other related efforts in design tools and testing are reported below.

Homogeneous Machine Projects

The COPE Machine:

The simulation and analysis of a distributed, on-the-fly garbage collection
algorithm have been completed. The results of this study show that the
algorithm scales well and is of acceptable complexity. Technical Report 4724

gives a detailed account of the algorithm and its characteristics. The study
of interconnection topologies for homogeneous, object oriented machines has
been completed. Simulation results and observations will be published in a
forthcoming thesis entitled "The Extension of Object-Oriented Languages to a
Homogeneous, Concurrent Architecture". This document also describes a
concurrent programming style centered around the Simula object concept.

Documentation: Lang, Dick, "A Distributed Class Object Processing
Architecture," Computer Science, Caltech, internal document 4199:DF:81,
February 1981.

Lang, Dick, "Concurrent, Asynchronous Garbage Collection Among Cooperating
Processors", Computer Science, Caltech, Technical Report 4724, February 1982.

Lang, Dick, "The Extension of Object Oriented Languages to an Homogeneous
Concurrent Architect," Ph.D. Thesis, Computer Science, Caltech, 1982 - to
appear shortly.

The 6-Cube Homogeneous Machine:

Caltech is currently building a concurrent computing system consisting of 64
processing elements organized in a Boolean 6-cube, with each processor
communicating to its neighbors through asynchronous, bidirectional buffers.
This effort has drawn on some very useful interest and collaboration in the

software from a group in High Energy Physics at Caltech. The processing nodes
are based on the 8086/8087 with 128K storage, and are thus somewhat oriented
toward floating-point numerical computation.

The hardware for the main CPUs has been completely verified, and a 3-node
machine with wire-wrap cards is running programs. The node processor is now
ready for PC layout.

A C compiler is now functional, although not completely debugged, and fully
supports the 8086 and 8087.

The dedicated host that controls the 6-cube is operational, but some
additional boards are being designed and constructed.

Benchmarks have been run on the operational node processors and the dedicated
host. These benchmarks indicate performance as 1/6th of a VAX with a 5 MHz
clock rate. All of the hardware is presently available at 10 MHz except the
























